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Abstract

In order to access TCP/IP networks (mainly the Internet)
through GSM links,. we have designed an architedure
based in the indirea model of client/server interadion,
where an intermediate dement ads as a bridge between
GSM and the rest of the data network. We have replaced
the TCP connedion in the dient-proxy link with a smpler
protocol. This allows maintaining the protocols in server
madines, and requires minimal changes in those runningin
the mobile dients. In this paper we describe STP protocol
and present some measurements of the performance
obtained with it, compared to conventional TCP/IP
architedure and a sort of indired TCP based architedure.
The obtained results ow that our approach improves the
performance adieved with conventional TCP/IP and
indirea TCP, while maintaining a high level of applicaion
compatibility.

1. Introduction

The wmnvergence of developments in mobile
communications and personal computing are opening rew
frontiers to information access creaing the @ncept of
nomadic user: that one who moves along with a portable
computer and requests, wherever he or she happens to be,
remote acces to information services. Different
technologies are being developed to suppat the new
services that will arise in the different scenarios of mobile
computing, ranging from a singe wireless LAN to a
heterogeneous g/stem such as UMTS, which will offer
universal connedivity and service integration. Among these
scenarios, the one we ae interested in consists of threemain
components: (a) a fixed data cmmunicaion network,
where servers are located (typicdly the Internet), (b) amass
of portable mputers where the dients are locaed,
reguesting access to the servers from changing locaions,
and (c) a wireless access to the fixed network through a
cdlular telephone system. We will focus on the GSM [1]
(Global System for Mohile Communicaions) technology
for the wirelessaccessnetwork, as it currently forms one of
the most comprehensive digital mobile phone systems, thus
being able to provide data networks accessto a wide range
of nomadic population. The integration of GSM with other
digital technologies gich as DECT cordless phone systems

and satellite services guarantees that this stuation will be
maintained in the future.

The main advantages of using cdlular phone networks for
data accssare:

1. Those networks aready exist, and are increasingy
familiar to the user; data transmisson becomes just
another fadlity of the mobhil e phone.

2. They are ale to provide ubiquitous acces to
information.

3. Mobhility issues are managed by the network.

On the other hand, the charaderistics of cdlular telephone
networks are quite different from those of wired links.
Cdlular links have highlatency with long, variable delays, a
low throughput, and are prone to sudden disconnedion.
That is why, in pradice, applicaions used over cdlular and
wired networks are dtill different: wireless links creae
problems for existing applicaions designed for fast and
reliable @nnedions. Success is restricted to off-line
applicaions requiring a very reduced bandwidth, like
eledronic mail or SMS (short messages). These ae, though
just ‘“minimal services', and not what the user would exped
from the network.

In this paper we present the design of a framework to
provide the functionality required to run standard Internet
applicaions using a cdlular system (GSM) as the acces
medium, with an accetable performance level. The
mil estone of the designis STP, atransport-level protocol to
be used in the wireless link. The rest of the paper is
organized as follows. First, we introduce the airrrent and
future use of the pan-European GSM system for data
transmisson, and the main problems that arise when usingit
as a platform for TCP/IP-based applicaions. Next, we give
an overview of the designed communicaions architedure
(sedion 3) and describe STP (sedion 4). In Sedion 5 the
experimental measurements obtained with an implemented
prototype ae presented. Finaly, Sedion 6 contains
concluding remarks and some guideli nes for future work.

2. GSM data service

2.1 Internet accessusing GSM

Nowadays, GSM supparts circuit-switched connedions,
with asingle aror-correding link per handset. The nominal
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Fig. 1. Conventional accessto Internet through GSM networks

transfer rate is 9.6 Kb/s, far from the 56 Kb/s of the wired
telephone network (in optimal conditions). Besides, adual
sustainable transfer rates handled are even lower: between 5
and 7 Kb/s for bulk data transfer over a good quality GSM
link [2][3]. The use of al-digital connedions from GSM to
ISDN and data compresson techniques will make that rate
to go up, but for some mnsiderable time most traffic will
continue to be handled by the PSTN. Figure 1 gives an
overview of the use of a GSM network to access the
Internet. Three different networks are traversed in the way
from mobile dient to fixed server (and vice-versa): GSM
(digital, circuit switched), PSTN (analog, circuit switched)
and Internet (digital, padket switched). GSM spedfies two
modes of asynchronous beaer service transparent and non-
transparent. In the first one the bit error rate on the radio
link, within normal coverage, is assumed not to exceal the
level of 103 at the line speed of 9.600 b's and after mere
forward-error corredion. The non-transparent mode is
implemented using the Radio Link Protocol (RLP), a
member of the HDLC family. RLP includes error corredion
mechanisms, using seledive retransmissons, which reduce
the average bit error rate down to 108 [4]. The priceto pay
is an increase in latency, whil e throughput and transmisson
delays become variable, remarkably so under poa
conditi ons of the &r link.

Figure 2 shows the protocol architedure used of this access
It is asuumed, as it is common pradice that the non-
transparent GSM data serviceis chosen.

T P
App. App.
TCP TCP

P P L0 P
PPP PPP ‘ ? Internet | +— ?
[

[PC—Carcﬂ»RLP + MSC %

Mobile node ISP Fixed server
Fig. 2. Protocol architecture of a conventional connection to
Internet through GSM

2.2 Problemsfor TCP/IP applications

The first problem is the low bandwidth of the GSM link.
Current applicaions need an increasingy available
bandwidth in the accesand badkbone networks, because of
the general use of web and multimedia gplications. Partial
solutions to this problem are described in the next sedion.

The second source of problems is the inadequacy of some
aspeds of the TCP protocol for wireless networks in
genera [5][6][ 7], and for GSM accessin particular [8]. The
problem is that TCP behavior is not appropriate when the
delay between sending a segment and receving the
corresponding adknowledgement is variable. It was
designed for relatively fast and reliable fixed networks
where that delay kegos gable, unlessa mngestion appeas.
So, in the cae of an excessve delay when receving an
ACK, TCP interprets it as a symptom of congestion, and
reads in consequence When a GSM data link is present,
irregular delay in the incoming ACKs is not caused solely
by congestion but, mainly, by other sources, inherent to the
low bandwidth and error-prone radio link:

1. The high error rate of the radio link hardly enforce ay
retransmisgon at transport layer, becaise of the use of
RLP at link layer, which will do those retransmissons
in a more dficient way. But RLP retransmissons are
refleded in irregular round trip times registered at
transport layer for successve segments, often triggering
congestion control algorithms.

2. When multiple simultaneous TCP connedions are
present in a GSM access (the usual case in a web
acces9, al those mnnedions have to share the single
dia up access and related buffers. Different
connedions will mutualy interfere in the use of the
outgoing buffers in the network interface causing
additional, unpredictable delays. Again, these delays
may be misinterpreted by the TCP sender as padkets
lost in a mngestion.

This behavior of TCP will affed negatively the throughput
of the mnnedion in different ways:

¢ It causes unrecessry retransmissons.
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e The dow start [9] algorithm is triggered. It has two
negative dfeds in the throughput of the connedion: it
reduces to one the sending window (spedally harmful
for short connedions, as it neutralizes the benefits of
using windows in long latency links, as it is a GSM
link), and the unrecessary dow growing of that
window, after the retransmisson.

A third problem of classc TCP over cdlular networks isthe
large anount of redundant control information in the
segment healers, which wastes a good ced of the available
bandwidth. Most of the 20 header bytesin a TCP segment
are devoted to error and congestion control. The same can
be stated about the cmplex mechanism used to open
connedions, the so cdled three way handshake. But neither
errors (at transport layer) nor congestion are present in a
GSM link. Some techniques are drealy avail able to reduce
the anount of control information in TCP headers ent
through SLIP (CSLIP) or PPP

2.3 Futuredataservicesin GSM

In order to achieve higher speeads, new parts of the GSM
standard has been developed. HSCSD (High Speed Circuit-
Switched Data) bocst user cgpadty from 9.6 Kb/s to 144
Kb/sin a single data channel. Besides, it allows to combine
some TDMA time dots of the 200 kHz GSM carier to
provide asingle data drcuit [10]. At most 4 slots can be
combined, getting Y to 57.6 Kb/s. The service ca be
asymmetric, offering a different transmisson capadty for
downlink and uplink. For example, a 3+1 service ca be
very adequate for applicaions where ahigher information
volume flows downlink, as it is the cae of web acces
HSCSD does not suppase important changes in the network
infrastructure for telephone cariers, so it is being
increasingly offered. In the user side, it is necessary to use
new terminals, able to use adifferent code scheme and to
use more than one time slot per channel.

Another new posghility for GSM data transmisson,
spedally useful for high-bandwidth traffic, is GPRS
(General Padket Radio Services) [11], a padket-switching
technology well suited to the highly bursty nature of most
data goplicdions. It will also use multislot techniquesin the
radio access handling variable ped data rates and higher
access data rates than HSCSD. It introduces important
changes in the infrastructure of badkbone network, that will
be an IP network, and in the link that conneds base stations
and MSC (SGSN in GPRS), a Frame Relay circuit. The
access from GPRS to other padket-switched networks, like
the Internet, is made in the usual way through gateways
(GGSN in GPRS naming). A spedal set of gateways, cdled
Border Gateways, conneds interconned separate GPRS
networks. Fixed IP addresses can be used by a computer
conneded to GPRS, making posdble, in combination with
the higher bandwidth available, to conned a mobil e server
to the network.

We still do not know how TCP/IP applications will behave
in these new environments. It can be supposed that the
problems inherent to the high BER of the ar link will
remain, but experimental measurements are needed.

2.4  WAP architedure

In Decanber 1997 the Wireless Applicaion Protocol
(WAP) Forum was legaly constituted [12], with the

participation of important companies from the
telecommunicaions and computer industries. Their
objedive was to develop a worldwide standard for
providing Internet communications and advanced telephony
services on digital mohbile phones, pagers, personal digital
asgstants, and ather wirelessterminals. It is not focused on
GSM beaer services, but this technology is considered as
one of the options to put on it the WAP protocol stage. It is
mainly thought for low-cgpadty terminals, but the designed
architedure [13] can be exploited to provide remote accss
to Internet for portable computers as well .

The WAP architedure car be an indired architecture, when
a proxy is locaed between the mobile dient and the fixed
server (a proxy WAP). That is the cae when the server
doesn’'t suppat WAP protocols. The proxy is not required
if there is a WAP server. At the transport layer, WAP
provides a @nnedionless urnreliable datagram service
(WDP — Wireless Datagram Protocol), replacad by UDP
when used over an IP network layer. Over that transport
protocol, WAP defines a Transadion Layer (WTP), that
provides reliable data transfer based on the request/reply
paradigm. This approach is smilar to the achitedure
presented in this paper, because it is also an indired design.
But the WAP architedure is much more general and,
therefore, complex. The number of layers is larger (it has
four layers above the transport layer) and the functionality
of them is different. When used over TCP/IP networks (the
usual case) the transport protocol used is UDP, leaving
error control to upper layers. In our design we propcse a
new transport service over IP and down the gplications, a
reliable service but not as complex as the one offered by
TCP.

3. Proposed ar chitecture

1.1 Objedives

Our target is to design an architedure that provides a better
interadion between mobile dients in a GSM network and
fixed servers in Internet, improving the arrent situation in
many aspeds, but mainly in the use of the scarce bandwidth
of the radio link. The design must consider these
restrictions:

e Compatibility with TCP/IP protocol stak. The
interadion with a mobile dient must be invisible to the
fixed server.

« Improvement in the throughput as perceived by the
applicaions.

e Easy implementation in current
telecommunication infrastructures,
investment and eff orts.

and future
minimizing

3.2 General overview of the achitedure

Our proposal (seeFigure 3) is an indired architedure, with
client-server communicdions divided in two parts: the first
one for the cealular network, controlled by spedal network
protocols adapted for the wireless environment, and the
other one for the rest of the cnnedion, managed by
conventional TCP/IP protocols. In the frontier of both sides
is the intermediary (from now on just proxy). The proxy
could be locaed in several places [3]; here we propose to
locde it in the same machine that plays de role of remote
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access grver of an Internet service provider. The user will
be mnreded to it by a drcuit switched connedion (it will
be this way urtil GPRS becomes avail able). The rest of the
communication, from the proxy to the server, uses padet
switching. Therefore, the proxy is located in the border
between the GSM network and the Internet. A more
detailed description of the achitedure can be found in
[14][3]. Next we will have alook just to those levels that
change when comparing Figures 2 and 3, with spedal
attention to STP, a new transport protocol that plays a
fundamental role in our proposal.

App. Filters App.
STP STP ‘ TCP TCP
P P AR P
PPP PPP ‘ ? 1 Intenet |1 2
I I
{PC-Carcq»RLP + MSC F—[Modem]
— ) ./
Mobile node RAS/ISP Fixed server
Fig. 3. Protocol architecture with an intermediary located at the
ISP

Transport protocol

In the drcuit-switched part of the communicaion (the one
that includes the wireless link), TCP is replaced by a
simpler transport protocol, keeping a reguar TCP
connedion for the padket-switched part (from proxy to
server). Splitting the TCP connedion at the proxy, the
source of problems, i.e., the variable-delay wirelesslink, is
removed. Therefore, we can exped “normal” throughput in
the TCP conredion from proxy to server, avoiding
unrecessry retransmissons and their pernicious effeds,
and an efficient use of the scarce avail able bandwidth in the
GSM link. Here, RLP should provide an error and
congestion free data interchange service, so a full-fledged
transport protocol like TCP is not required—a simple
mechanism to interchange data should be ewough
Unfortunately, the BER registered in non transparent GSM
links, as perceived by IP layer, can be much higher than the
maximum 108 specified by the standard [3], making
necessry to add error corredion mechanisms. The resulting
protocol is STP (Simple Transport Protocol), described in
next sedion.

Proxy level

The use of the indired model at the goplication layer means
to interpose gplicaion spedfic programs, cdled filters, in
the middle of client-server connedions, runnng in the
proxy. These filters, and its management, is what we cdl the
proxy level.

4. The Simple Transport Protocol

Being a very smple protocol, we don't use aiy formal
language to describe it. Instead, we follow the informal
style of Internet RFC's. Sometimes we mention
implementation aspeds to make dea why some dedsions
on STP definition have been made.

4.1  Servicedescription

STP provides a wnnedion oriented, error free service, on
top d non-transparent GSM circuit-switched connedions.

Errors are correded at the link layer by RLP, so it is not
necessry to do it in our transport protocol. However, it
incorporates an optional mecdhanism for error recovering, to
be used when the BER of the GSM line is superior to the
standard (10%). Anyway, is not recommended to use our
protocol in very noisy environments (registered BER >10°).

Connedions are identified in the same way as they are in
TCP, this is, by the two end pants of the communication.
An end pant isidentified by the IP addressof the machine
and the port number used by the gplicaion. A connedion
is always initiated by the dient side, situated in the mobile
node. Connedions are point-to-point full -duplex.

The protocol data unit is the padket. Its sze is fixed, not
negotiated in a per-connedion basis. There is no limit for
that size, but in pradice it should not be greaer than the
maximum size of an |P datagram.

STP does not make any congestion control, as there ae no
routers between client and proxy, and, therefore, no risk of
congestion. It uses an optional credit based mechanism for
flow control.

4.2 Padket format

Figure 4 describes the header of STP padets. Two classes
of STP padkets are defined: padkets to open connedions
(fig 48, and pakets to send information,
adknowledgements, or credits, and to relesse connedions
(fig. 4.b). Optional fields (shadowed) are used o not
depending of the type of connedion negotiated, with or
without error control and with or without flow control.

32 hits

Destination port | Source port |
|3 credit
uw |
(a)
32 hits
Lo et e by
Destination port Source port
Seqj. number | ACK: number |credit |§ Payload

(b)

Fig. 4. STP packet formats

STP uses sledive retransmisson: it could manage adliding
window of size 32, but sequence number 0 (zero) is
reserved to identify control padets (ACK or credits). Thus,
the maximum allowed window sizeis 31. The value of the
credit field is interpreted as an increase in the aurrent
allowed credit (in padets), not as the asolute available
credit. This means that it is not possble for the sender to
reduce dready granted credit (the use of negative numbers
is not considered by now). Optionally, when used in lines
with a higher delayxbandwith product, the length of these
three fields can be epanded to 12 hts for sequence
numbers and ACK, and 7 for credit. At the end of the head
there is a bit for NAK, used in error recovery. We will see
its use in the subsedion devoted to error control.
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4.3  Conredion management

STP conredions are established in two steps. First, the
client sends a cnnedion request, spedfying if error and/or
flow control are required. When client asks for flow control,
the Credit field in the header of the reply padet will be the
initial credit accepted by the dient. Seoond, the proxy
replies accepting or rejeding the request. If it accepts,
Error and Flow fields are irrelevant in the reply, and Credit
will be a non-zero value. If the dient requested flow
control, this field contains the initial credit accepted by the
proxy; otherwiseits valueisirrelevant (but still non-zero).

When the connedion request is rejeded, Credit field values
0, and Error and Flow bits encode the reason to rejed. A
timer controls the time a dient spends waiting for areply to
a @wnnedion request.

The procedure to release a onnedion is very similar to the
one used in TCP. A duplex connedion is sen as a pair of
simplex connedions. Each simplex connedion is released
independently of its sbling, sending an empty padket. It isa

Sending half-
release
Toutl

+(ack)

- (request) l

(empty)

+(cre=x)

-(empty,ack 3
(empty.ack) Passive half-

release

+(empty)

+/-(information)
+/-(adk,credit)

(@

+ (requeﬂ)l

+/-(information)
+/-(adk,credit)

(b)

(cre=0)
Tout

Half-
establi shed

Conreded

}(crezo)
Half-
established

close report (not a request), enough to effedively release
the mnnedion when no error control has been negotiated. If
error control is enabled, the sender of the dose report must
wait for an adknowledgment from the other end.

The steps required to establish and relesse wnnedions can
be represented in a finite state machine with the 9 states
listedin table 1.

The finite madcine itself is down if figure 5. Threekinds of
events appea in the figure: padet reception (labeled with
‘+'), paket send (labeled with ‘-'), and timeout. When
padkets are sent or recaved, the significant fields of the
padket appea, separated by commas. Events and transitions
written in italic only occur when error control is enabled.
The underlined ones are legal only when there is no error
control. The only difference between client and proxy
madines is in the mnnedion opening process symmetric
to ead other.

-(adk,cred)

+(inf.)
-(ack,cred)

-(empty)

-(ack)

-(ad,cred)

+(inf.)
-(ack,cred)

Fig. 5. STP connection management finite state machine. (a) Client (b) Proxy

5/9



| State __________ Destription |

Disconreded | Thereis no established connection
Half- A connection request is pending for reply
establi shed
Conreded | Connection is opened and information can flow in both
directions
Pasdvehaf- | The other end hes reported the release of the
release connection, and is waiting for the reception of the
corresponding ACK
Sending Connection is established only to send information, not
to receive
Sending telf- | The current only sender of the connection has ent a
release release report and is waiti ng for the corresponding ACK
Active half- | In a full-dupex connection, a release report has been
release sent and we are waiti ng for the corresponding ACK
Receving | Connection is established only to receive information,
not to send
Recaving | The arrent only recéver of the mnredion has
half-release | receved arelease report from the other end

Table 1. The states used in the TCP connection management finite
state machine

4.4 Error control

Errors are not deteded by error deteding codes added as a
trailer to the padet. Instead, gaps in the sequence of
recaved padets are interpreted as an error, taking into
acount that between client and proxy there is no routers,
but just a drcuit switched connedion. So, any disorder in
the sequence has to be the result of a missng padket or of
an erroneous packet removed by RLP or PPPR

1 1 1 1

ack(L) ack(1) ack(L) ack(1)
\2%( 2,

3 a2 i No more
e )
ack(3,naK) X 3 T oedit k@ Tout

2 ack(3) ack(fin,nak) 2

2 ack(2)
\
ack(fin) 3
T
ack(3)

@) (b) (© (d)

Fig. 6. Error recovering in STP. (a) Packet loss (b) ACK loss (c)
packet burst loss, including close packet (d) deadlock by credit
run out

Seledive retransmisdon of lost padkets is used for error
recovering, as $rown in figure 6. Acknowledgments cannot
be grouped: every sent padcet has to be independently
adknowledged. The nak bit is adivated only when the
recever deteds a gap in the recaving sequence (fig. 6a).
An exception can occur when an ACK is lost. In that case,
retransmisgon is not necessary, and should not be made.
This way, if the lost padet is an ACK, the sender will
recave the ACK corresponding to the next padket with the
nak bit off, and will i nterpret it as an ACK for the last two
padkets. An example of this procedure is dowed in figure
6b.

45 Timersin STP

Note that deteding errors as squence gaps avoids the use
of retransmisgon timers. It is atarget in the design of STP
to minimize the use of timers, as it management is the main
cause of problems when using TCP in GSM links. Only
three aie used: one to establish a wnnedion, another one to
close it, and an adivity timer used when error and flow
control are enabled.

The first two are necessary to ensure a orred connedion
establishment and release, and to avoid situations like the
one described in figure 6c¢. If a timer for the release padet
is not provided, and the last two padkets are lost (including
the release padket) a deadlock ocaurs.

The third timer is used to prevent situations like the one
described in figure 6d. In it, an error burst causes the lossof
al the padkets sent until the sender spends all the available
credit. At this point, a deadlock will occur, with the sender
waiting for some ACK with new credit, and the recaver
waiting for new data to adknowledge. The solution is the
defined adivity timer, restarted in the recever with every
new padket arrival. When it times out, the last sent ACK is
retransmitted, in the same manner TCP uses keepalive
padkets[15].

5. Perfor mance evaluation

The performance of our approach was measured in
extensive field trials. The objedive was to study how our
system behaves under different conditions, and to compare
its performance with reguar TCP/IP and indired TCP [16].
The difference between indired TCP and our approachisin
the dient-proxy link: we use STP, while in ITCP the
standard TCP protocol is used.

5.1 Experimental environment

We caried out our study in an everyday working
environment of the metropditan area of Donostia-San
Sebastian (Basque Courtry), accessng a publicly available
GSM network from the School of Computer Engineeing of
The University of the Basque Courtry.

Hardware

The hardware cnfiguration is $own in figure 7. We will
not describe the whole hardware nfiguration, but only the
equipment and options that are relevant to the study. The
end-user (client) equipment consisted of a portable PC, a
GSM phone, and a GSM PC Card! (Mitsubishi MT-20D).
The procesor is a 133MHz Pentium MM X, with 32 MB of
main memory. The GSM phone is a handheld model
(Mitsubishi MT-230), and the PC Card suppats the
asynchronous, non-transparent 24009600 MWs beaer
service The portable PC and phone of the dient have been
always been plugged to their power supplies (we have not
used the batteries). The GSM network is the one built and

lesm phore and PC Card provided by Telefonica Servicios
Moviles S.A. to suppat this work.
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Fig. 7. Experimental environment

operated by Telefonica Servicios Moviles SA2 It has a
base station at about 400 m from the locaion of the dient.
The strength of the receved signal in the phone of the dient
has been 4-6, using a 1-6 scde. All the measurements have
been taken form the same point, avoiding any change in the
conditi ons of the system.

The proxy equipment consisted of a PC with a 166 MHz
Pentium MM X processor and 32 MB of RAM. It was
conneded to the PSTN by a campus PBX, using a Telebit
Wordblaze modem, able to transmit up to 14400 bys. It
also has an Ethernet connedion to the university’s campus
network. The gplicaion server to be acce=d is in the
same network, avoiding this way the dfeds of the Internet
traffic in the experiments.

Software

The operating environment of the portable PC and the
proxy was RedHat Linux 5.2 (Kernel 2.0.36). In the proxy
we have ingtalled a RAS (Remote Access Server) module,
and the data link protocol in the telephone cnnedion was
PPP  We have based al our measurements in ftp
exeautions. Three different ftp clients have been runin the
client machine: a standard one, another one compiled with
SOCKS 5 standard client library to creae an indire¢ TCP
setup, and athird one compiled with a STP client library.

5.2 Measurements

We have measured the time needed to dowvnload afile from
server to client. Threedifferent parameters can be dhanged
to make arange of measurements:

e Transport connedion: it can be dired TCP between
client an server, indired through a standard SOCKS
proxy (using TCP between client and proxy), or
indirea throughour STP proxy.

* Number of simultaneous connedions. it can be one,
threeor four connedions at the same time.

* Sizeof fileto be transmitted: different sizes from 3,909
to 138910 hytes.

2 TelefonicaServicios Moviles SA. has provided freeuse of its
network for this gudy.

We have measured the time used by transport layer to send
the fil es, capturing padket traces of the transfersin the dient
madiine with the t cpdunp program. The results of
performance ae summarized in graphs 1, 2, and 3. As the
mean is the most often reported index in performance
studies, the mean throughput is the value cntained in the
graphs.

Summary of measured results

We will summarize dl the experimentsin two sets: (1) for a
single mnnedion between client and server, and (2) for
many (threeor four) simultaneous connedions. In every set
we have examined the performance of the three possble
transport layer options, and transmitted files of different
Sizes.

1. One mnredion

Graph 1 shows that our approach with STP is superior to
TCP and to indired TCP. Typicdly the throughput with
STPis20-30% higher than with TCP.

Kb/s

Otcp
|| Witcp
Ostp

Q B N W H OO N 0 ©

file size

3.900 8.909 23909 48.910 138910 (bytes)

Graph 1. Throughput for only one connection

There ae two main reasons to justify the differences. First,
the STP protocol uses the full bandwidth from the
beginning of the wnnedion, and TCP uses the slow-start
congestion control mechanism at the beginning of ead new
connedion. Sewmnd, TCP does a number of unrecessary
retransmissons before trying to adjust to the latency of the
GSM link. It leads TCP to enter the slow-start phase every
now and then during the transfer, becaise of the variability
of the latency in the radio link.
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2.  Simultaneous connedions.

The measured throughput is own in gaph 2 (for three
connedions) and 3 (for four connedions). With more than
one simultaneous connedion, we have reduced the size of
the larger file sent to 23909 bytes.

Kb/

9
8
7
6
5 Bicp
Wit
4 Dsg’
3
2
1
o

file size

3909 8909 23909 (bytes)

Graph 2. Throughput for two simultaneous connections

These graphs <ow again the improvement of the
throughput using STP, spedally with resped to dred TCP.
But there ae two pdnts worth mentioning. Firgt, that the
improvement is even greder than that one registered for a
single connedion. Second, the time needed to transmit 3 or
4 simultaneous files with STP isjust dlightly higher than the
time needed to transmit them sequentialy (the amount of
transferred data being the same in both cases); however,
with TCP this ratio donot hold: simultaneous transmisson
takes much longer.

We have found that both phenomena have the same caise:
the very dow GSM link is the bottlenek of the
transmisson path, and traffic from different connedions
fills rapidly the buffers of the PPP interface Thus, the
simultaneous TCP connedions gart to mutually interfere in
the accesto the PPPIink, causing additional unpredictable
delays. With STP, the same situation occurs, but varying
delaysis not aproblem for this protocol.

Kb/s

Otcp

Witcp
Ostp

o B N W b~ O O N © ©

file size

3909 8.909 23909 (bytes)

Graph 3. Throughput for three simultaneous connections

6. Conclusions and future work

We have implemented a ommunication architedure that
solves ome performance problems that appea when
accessng the Internet through a wireless GSM link. It
retains the TCP/IP architedure unmodified at existing hosts
of the fixed network, so that neither the eisting retwork
applicaions nor the protocol software on fixed hosts need
to be modified. This is possble becaise we implement the

indired model of client/server interaction, which bregks the
client/server communication in two separate parts. client-
intermediate and intermediate-server. That intermediate
element has been set in the frontier between GSM and the
Internet.

Spedal attention has been paid to the performance of
standard TCP/IP applications, which dramaticdly deaeases
when the accssis made through a wireless network. To
improve it we have replacal the standard TCP protocol by
STP in the mobile-intermediate part of the nnedion,
minimizing the traffic over that link and avoiding the
performance problems of a TCP connedion traversing a
GSM link. We have found that interference between traffic
from simultaneous, different TCP connedions is as
pernicious to TCP performance & link layer
retransmissons made by RLP.

This work has been done for the arrent GSM data
connedion. New data services will soon be offered by GSM
operators. As the basic charaderistics of the radio link will
not change (in terms of error rate and reduced bandwidth
when compared to fixed networks), we think that most of
our propasals will be till valid for the new environments.
New performance studies will be done when these services
become avail able.

Once demonstrated the interest of using an indired
approach to access Internet from GSM, and substituting
TCP by a simpler protocol in the dient-proxy link, its time
to improve the implementation, going beyond the airrent
prototype. These new and more mmplete implementations
should be located dredly on top o the network (1P) layer,
and not, as it is now in the prototype, at the gplicaion

layer.
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