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Introduction

Slides based mainly in Witten and Frank (2005); Pérez et al.
(2005); Allen (2009); Fernandes (2011)

Objective: to measure how well a model represents truth.

Truth cannot be accurately measured: observations.

Questions:

How well the model fits the observations (goodness-of-fit)?
How well the model forecast new events (generalisation)?
How superior is one model compared to another?

Which is more important, precision or trend?

@ Answers:
e Validation procedures.
o Metrics or performance measures.
o Statistical tests.
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Model prediction (P), observations (O), true state (T)

a) b) Residual f(O-P)
Predictive* Observational*  Ideally model uncertainty, - — ~
Error ..., Error lies within the range of 7 ~
Prediction .- - observational uncertainty \
JUTTL XTI \Observational
} / ol ‘., error*
Observation 1 3
1(0-P) ’ I
predictve.”  \ 7 \ \
uncertainty Observational \
(e.g. numerical error, Data assimilation is accuracy,
parameter uncertainty) ::e “d'_' ‘:f reducing (e.g. measurement
s distance error, range of
replicates etc.) Prediction error*

@ a) model with no skill
@ b) ideal model
@ Reproduced from Stow et al. (2009) and Allen (2009)
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Goodness-of-fit vs generalisation

e Fitting:
N: Total number of cases

Test-set

Training-set ]

e Chances of over-fitting.

o Generalization — train-test split:
N: Total number of cases

Training-set Test-set ]

e Hold-out (commonly 66%-33% split) (Larson, 1931)
e Hold-out depends on how fortunate the train-test split is.
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K-fold cross-validation (CV)

Training-set Testing-set

] / \ ).
fhgotme M, | —
. Inductor” 3 )
Algoritmo| N
inductor

S

@ Performance is the average of k models (Lachenbruch and
Mickey, 1968; Stone, 1974).

@ All data is eventually used for testing.

o Still sensitive to data split: stratified, repeated (Bouckaert and
Frank, 2004).

@ Reproduced from Pérez et al. (2005).
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Leave-one-out cross-validation (LOOCV)

N: Total number of cases

@ N models, N-1 cases for training and 1 case for testing
(Mosteller and Tukey, 1968).
@ Suitable for small datasets, more computationally expensive.

@ Variance of the error is the largest, but less biased.
@ It can be used for more stable parameters (less variance)
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Bootstrapping (0.632 bootstrap)

1% muestra
con reemplazamiento
X C

X
1

D Algoritmo / '
1 Inductor”,

N

X~ X C

Algoritmo | )
inductor Algoritmo,
Py Inductor”

M N

B-esima muestra
con reemplazamiento

A case has a 0.632 probability of being picked for training-set
(Efron, 1979).

error = 0.632 * eres; (generalisation) + 0.368 * etrajning (fit).
At least 100 resamplings, some studies suggest 10000.
Reproduced from Pérez et al. (2005).
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Sumarizing

Real performance Real performance
Estimated performance
Accuracy Estimated performance
+——>
Precision

@ Increasing data partitions leads to ...

e more accurate performance estimation (+).
e more variance in the performance estimation, less precise (-).
e more computationally expensive (-).

o K-fold cross-validation: trade-off (Rodriguez et al., 2010).
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Pipeline validation in filter methods

. (Discretize Factor
Factors

Selection
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Pipeline validation in filter methods

i [ Discretize
Factors
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Pipeline validation in filter methods

i [ Discretize
Factors

Full 10x5¢v
Dataset
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Pipeline validation in filter methods

(rain O—

10x5¢v ’
t

Performance
estimation
(Fold 1)

Performance
estimation
(Fold 5)

Performance estimation
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Pipeline validation in filter methods

R
E Performance
P estimation
E R - (Fold 1)
A :
T
! Performance Performanc‘e estimation
estimation
Full \ 1oxsev | ¢ (Fold 5) (Repeat 1)
Dataset -
Whole methodology
R performance estimation
E @ 10 repeats average
E :
/.'F Performance estimation
10 (Repeat 10)
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in wrapper methods

] Model validation .
Model building

Performance estimation
(Bootstrap 1)

Bootstrapping
(100)

Class
cut-off.

— points | £
evaution | §

— —H>momm

Performance estimation
(Repeat
5 folds average

Whole methodology
[performance estimation
10 repeats average

EFEEELCE]

formance estimation
(Repeat 10)
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© Performance measures or metrics
@ Metrics in numeric prediction
@ Metrics in classification
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Introduction to metrics

@ Each metric shows a different property of the model (Holt
et al., 2005; Fernandes et al., 2010)
e Low vs high:
o Lower is better (error)
o Higher is better (performance)
@ Bounds:

e Boundless
e Between 0 and 1
e Between 0 and 100%
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© Performance measures or metrics
@ Metrics in numeric prediction
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Numeric prediction metrics

Performance measure Formula Performance measure Formula

2 2
(pr—a) +...+(Pr—a) .
-7 root relative squared error

(p—a) +..+(p—a)
(@—-3)+...+(a,-3)

2 >

- - - —al+..+|p,-a
root mean-squared error [ PL=8) +-+(Ba=&)  rojative absolute error Izl +ph = al
n la—al+...+|a,—al

mean-squared error

—al+...+|p, -4 a3
mean absolute error w correlation coefficient —:”A , where Sp, :—ZI(P, p)](a, a)'
2 2 POA n—
—a) +...+(p,—a, -1 _ _
relative squared error % wherea=—3"a, X -p)’ YT -a)
(@-2a)+...+@,—a) n 51,—4n_I , and SA_7H_1

Where p are predicted values and a are the actual values.

Mean-squared error: outliers — mean absolute error.

Correlation coeficient: bounded between 1 and -1.

°
°
o Relative squared error: relative to the mean of actual values.
°
@ Reproduced from Witten and Frank (2005).
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Root Mean Squared Error (RMSE)

_ )2
RMSE —,/2=(P—2)?
n
Goodness of fit between model and observations.
The closer to 0 the better is the fit.

If RMSE greater than variance of observations: poor model.
Reproduced from Allen (2009)
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Nash Sutcliffe Model Efficiency)

ME =1 — ZIIY:]_(a” - pn)2

Soni(an —3))2

@ Ratio of the model error to data variability.

o Levels: >0.65 excellent, >0.5 very good, >0.2 good, <0.2
poor Marechal (2004).

@ Proposed in Nash and Sutcliffe (1970), reproduced from Allen
(2009)
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Percentage Model Bias

N
Phias = 2=n=1(2n ~Pn) 145
Zn:l(an)

@ Sum of model error normalised by the data.
@ Measure of underestimation or overestimation of observations.

@ Levels: <10 excellent, <20 very good, <40 good, >40 poor
Marechal (2004).

@ Reproduced from Allen (2009)
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Pearson correlation coefficient (R)

> n1(an — 3)(pn — P)
¢zn1an—a) SN (P — )2

* 100

Quality of fit of a model to observations.
R = 0, no relationship.
R = 1, perfect fit.

Square of the correlation coefficient (R»):

percentage of the variability in data accounted for by the
model.

@ Reproduced from Allen (2009).
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Reliability Index (RI)

Factor of divergence between predictions and data.

Rl = 2, means a divergence on average within of a
multiplicative factor of 2.

Rl the closer to 1 the better.
Reproduced from Allen (2009)
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Cost functions

Do all errors have the same weight, cost or implications?
Scaling of differences between p and a.
E.g. RMSE scaled by the variance of data (Holt et al., 2005).

Different cost values depending on the type of error.

Table 5.5 Default cost matrixes: (a) a two-class case and (b) a three-class case.
Predicted Predicted
class class
yes no a b c
Actual yes 0 1 Actual a 0 1 1
class no 1 0 class b 1 0 1
c 1 1 0
(a) (b)
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© Performance measures or metrics

@ Metrics in classification
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Confusion matrix: accuracy and true positive

Predicted
class

yes no

true positive  false negative
yes (TP) (FN)
Actual
class
no false positive  true negative
(FP) (TN)
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Confusion matrix: accuracy and true positive

Predicted
class

yes no

{true positive | false negative

yes | i (TP) i (FN)

Actual O

class
no false positive  true negative

(FP) (TN)
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Confusion matrix: accuracy and true positive

Predicted
class

yes no

false negative

yes (FN)
Actual
Class .......................
no false positive f true negativeé
FP) i (TN
TPLTN

@ Accuracy = Ficases
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Confusion matrix: accuracy and true positive

Predicted
class
yes no
true positive  false negative
yes (TP) (FN)
Actual
class
no false positive  true negative
(FP) (TN)
TP+TN

@ Accuracy = Ficases
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Confusion matrix: accuracy and true positive

Predicted
class

yes no

 true positive; false negative

yes | (TP) (FN)
Actual ', :
class
no false positive  true negative
(FP) (TN)
@ Accuracy = %

e _ TP
@ True Positive Rate = TPLEN
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Confusion matrix: accuracy and true positive

Predicted
class

yes no

true positive  false negative

yes (TP) (FN)
Actual
class
no false positive  true negative
(FP) (TN)
_ TP+TN
@ Accuracy = Fcases
it __71P
o True Positive Rate = w5 ¢y

o Higher is better for both.
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Brier Score

@ (Brier, 1950; van der Gaag et al., 2002; Yeung et al., 2005)
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Brier Score

@ (Brier, 1950; van der Gaag et al., 2002; Yeung et al., 2005)

yi= 1 ¥i=0
Actual Otherwise

High  Medium Low
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Brier Score

@ (Brier, 1950; van der Gaag et al., 2002; Yeung et al., 2005)
o Brier Score — #Cases E#cases Z#classes ( —y )

V=1 Y=o
Actual Otherwise

High ii Medium Low
p' i 07 02 0.1 (0.7-1)2+ (0.2-0)2+ (0.1-0)2= 0.14
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Brier Score

@ (Brier, 1950; van der Gaag et al., 2002; Yeung et al., 2005)
o Brier Score — #Cases E#cases Z#classes ( —y )

V=1 Y=o
Actual Otherwise
High ii Medium Low
p’ 0.7 0.2 0.1 (0.7-1)2+ (0.2-0)2+ (0.1-0)2=0.14

p? | 08 01 01 i (0.8-172+(0.1-0)>+ (0.1-0)2= 0.06
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Brier Score

o (Brier, 1950; van der Gaag et al.,

2002; Yeung et al., 2005)
@ Brier Score =

#cases #classes
#cases E Z ( - )

Aétual Otﬁérwise

High ii Medium Low
p' 0.7 0.2 0.1 (0.7-1)?+ (0.2-0)?+ (0.1-0)>= 0.14
2 0.8 0.1 0.1 (0.8-1)?+ (0.1-0)?+ (0.1-0)2= 0.06
3 0.1 0.5 0.4 (0.1-1)2+ (0.5-0)2 + (0.4-0)2= 1.22
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Brier Score

(Brier, 1950; van der Gaag et al., 2002; Yeung et al., 2005)
Brier Score — #Cases E#cases Z#classes ( —y )
Lower is better (contrary to accuracy & true positive)

Levels: <0.10 excellent, <20 superior, <0.30 adequate, <0.35
acceptable, >0.35 insuficient (Fernandes, 2011)

A&ual Otﬁgrwise

High ii Medium Low
p' i 07 0.2 0.1 (0.7-1)2+ (0.2-0)2+ (0.1-0)2= 0.14
p> i 0.8 0.1 0.1 (0.8-1)?+ (0.1-0)?+ (0.1-0)>= 0.06
p® i 0.1 0.5 0.4 (0.1-1)2+ (0.5-0)2 + (0.4-0)2= 1.22
p* i 04 0.5 0.1 (0.4-1)?+ (0.5-0)?+ (0.1-0)2= 0.62
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Brier Score

@ (Brier, 1950; van der Gaag et al., 2002; Yeung et al., 2005)
o Brier Score — #Cases E#cases Z#classes ( —y )
°
°

Lower is better (contrary to accuracy & true positive)

Levels: <0.10 excellent, <20 superior, <0.30 adequate, <0.35
acceptable, >0.35 insuficient (Fernandes, 2011)

AEtuaI Otﬁérwise
High ii Medium Low
p' 0.7 0.2 0.1 (0.7-1)?+ (0.2-0)?+ (0.1-0)= 0.1
p? 0.8 0.1 0.1 (0.8-1)?+ (0.1-0)?+ (0.1-0)2= 0.0
p® 0.1 0.5 0.4 (0.1-1)2+ (0.5-0)? + (0.4-0)*= 1.2
p* 0.4 0.5 0.1 (0.4-1)?+ (0.5-0)?+ (0.1-0)>= 0.62

Brier Score: (0.14 + 0.06 +1.22 + 0.62) / 4 = 0.51
Normalized Brier Score: 0.51/2=0.255
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Percent Reduction in Error (PRE)

The relevance of a performance gain.
A 2% gain of an already highly accurate classifier (90%)

. more relevant than with low starting accuracy (50%)

EB — EA

EB
EB is the error in the first method (Error Before)
EA is in the second method (Error After)

PRE =100 -



EURO-BASIN Training Workshop on Introduction to statistical modelling tools, for habitat models development
PerformanceMeasures

PerformanceMeasures

Accuracy paradox

TN+ TP TN is the number of true negative cases
= where FP is the number of false positive cases
TN+FP+FN+TP

FM is the number of false negative cases
TP is the number of true positive cases

A(DM)

Predicted Negative Predicted Positive Predicted Negative Predicted Positive

Megative Cases 9,700 1580 Megative Cases 9,850 0
Positive Cases 50 100 Positive Cases 150 0
9,700 + 100 9,850+ 0
1= = 98. A(M) = oo = 085
A(M) 9,700 + 150 4+ 50 + 100 98.0% (M) 9,850+ 150+0+0 %

e Mainly with unbalanced datasets (Zhu and Davidson, 2007;
Abma, 2009).

@ Reproduced from Wikipedia (2011).
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Minimum Description Length (MDL) principle

Kiss rule: Keep It Simple ... Occam’s Razor:
The simplest explanation is the most likely to be true ...

. and is more easily accepted by others ...

... but, it is not necessarily the truth.

The more a sequence of data can be compressed, ...

... the more regularity has been detected in the data:
MDL: Minimum Description Length (Rissanen, 1978)

Trade-off between performance and complexity.
Is MDL false? Domingos (1999); Griinwald et al. (2005)

Trade-off between mechanism and robust parameters.

If two models have same performance then keep the simplest.
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Example complex vs simple

raining Workshop on Introduction to statistical modelling tools, for habitat models development

EXPERTS SPECIFIED NETWORK NAIVE BAYES CLASSIFIER
NTOT prohability tahle L
[t [_rodere |
WTOT  PTOT  HO2MH  POAP
CHLA CHL-A probability table
NTOT PTOT NOZIN POP Good | Maderate |
Good 2 414! 7 556, e
o Good e = R NTOT probabhility table
o F——— Good | =7 |[ ca [ cood Woderate_|
- oderste | Moderate 97,089, Good 97,059, 2,941
00! e Good 20,166) 79,814] 94,000 6,000,
o Maderate 1,515 96,485
Maderate Good
Maderate | o ferate CHL-A probability table
Good e [ Good [ Moderate_|
LoD 16,475 81,522
Good , ,
Moderate Good 50,000
. Moderate 50,000 50,000)
P Good 50,000 50,000,
o) e Woderate |~ = STOET 2
Good TS T X
Moderate | ioderets 50,000 50,000
Accuracy True positive False positive
NBC Expert NBC Expert NBC Expert
All coastal 82.5+4.1 80.1+£5.9 0.18+0.1 0.19+0.08 0.07+0.03 0.08+0
EGOF 84.5+7.8 889+114 0.5+0 0.5+0 0.06£0  0.06+0

WGOF 73.3+12.6  69.1+13.5

0.13+0  0.14+0.04 0.13+0.05 0.17+0
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Lift char

ning Workshop on Introduction to statistical modelling tools, for habitat models development

, ROC curve, recall-precision curve

Different measures used to evaluate the false positive versus the false negative tradeoff.

Domain Plot Axes Explanation of axes
lift chart marketing TP vs. TP number of true positives
subset size . TP+FP
subset size ———x100%
TP+FP+TN+FN
ROC curve communications TP rate vs. TP rate = TP x100%
FP rate TPFJ;FN
FP rate = x100%
L [
recall-precision information recall vs. recall same as TP rate tp
curve retrieval precision o TP
precision —x100%
TP+FP
1000 E— 100% =
o W0 - 80% L
g . -
g g
2 600 Z 60% .
g g
E 400 + 2 40% -
2 ;
g /
= w0 ,‘/ 0% 1
/ ;
0 . . . T
0 + ‘ 0 20% 40% 60% 80% 100%
o 20% 40% 60% B0% 100%:

Falen mreitisne
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© Comparing methodologies and models
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Corrected paired t-test

Statistical comparisons of the performance.

Ideal: test over several datasets of size N.

Null hypothesis that the mean difference is zero. Errors:
Type |: prob. the test rejects the null hypothesis incorrectly
Type II: prob. the null hypot. is not rejected with difference.
Reality: only one dataset of size N to get all estimates.

Problem: Type | errors exceed the significance level

Solution: heuristic versions of the t-test.

(Nadeau and Bengio, 2003; McCluskey and Lalkhen, 2007;
Kotsiantis, 2007; Fernandes, 2011)

o Comparing MULTIPLE methods over ONE datasets.
o Comparing ONE methods over MULTIPLE datasets.
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Critical difference diagrams

NI CMindy oot pe0.05

3 A1 2 1
521219 1.54 p<0.1

Proposed by Demsar (2006)

Revised Friedman plus Shaffer's static post-hoc test (Garcia
and Herrera, 2008).

Comparing MULTIPLE methods over MULTIPLE datasets.

Shows average rank of methods superiority in datasets.

No significant difference: line connecting methods.

More datasets: more easy to find significant diferences.
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Taylor diagrams

® Aquo Cni
® MRCS v5 Chi

15

Standard deviation (normalised wrt Aqua Chi)

. .
10~
4912
\ . \
0.5/4%
)
v
) ] |
\ |
[ ' ‘
0.0 . 3 1
0.0 0.5 1.0 15 2.0 25

E? = 0? + af —20f0,R; > =a%+ b* — 2abcos

@ Simultaneously: RMS difference, correlation and std. dev.
@ R: correlation p & 3; E': RMS diff.: a% & 02: variances p & a.
@ Proposed in Taylor (2001), reproduced from Allen (2009).
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Target diagrams

(m=r)
==} Min. RMSD - Max. RMSD.

RMSD*(,)
P

@ RMSE in X-axis; Bias in Y-axis.
e p Std. Dev. larger (x>0) than a; Bias positive (Y>0) or not.
@ Reproduced from Jolliff et al. (2009) and Allen (2009).
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Multivariate aproaches

@ Uni-variate & multi-variate metrics summarize model skill.

@ Multi-variate approaches: simultaneous examination of several
variables variation to each other spatially and temporally.

Principal Componet Analysis (PCA) (Jolliffe, 2002).

@ Show the relationship between several variables in 2D space.

Multi Dimensional Scalling (MDS) (Borg and Groenen, 2005).

@ Exploring similarities or dissimilarities in data

Self organizing Maps (SOM) (Kohonen and Maps, 2001).

@ Produce a low-dimensional discretized representation of the
observations.
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@ Examples
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Zooplankton biomass models

14
©0.05-0.1, Y = 0.009+0.047, 2 = 0.35 A
”‘2 12| 40.1-0.2, Y =0.106+2.165, > = 0.26
o | ° 0.2-0.4, Y = 0.204+2.091, 2= 0.73
g A0.4-0.8, Y = 0.434-2.25 > = 0.91
#? 8- -0
i
[&)
8 61
n e —_——"
i) A
s 44
5 =
E 21 2
A
0 - : . . > —
0 5 10 15 20 25 30 35

Average mesozooplankton total biomass (mg C m™)

@ Several models fits with squared error.
@ Reproduced from lIrigoien et al. (2009).
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Examples

An example of anchovy recruitment

Bins Metrics Equal frequency Expert Max_mean_tp Max_accuracy
2 10 = 5cv Acc. 73.7+£49% 712+£39% 65.1+5.5% 67.4+£4.9%
Best 5cv Acc. 82.1+18.9% 768+ 18.7% 743 +9% 76.8+16.5%
Best fold Acc.  100% 100% 87.5% 100%
Brier score 0.08+0.2 0.08 +0.03 0.19+0.05 0.10+0.07
TP Low 79.9% (<1550; 20) 77.1%(<1500; 21) 61.8% (>1050; 14) 74.4% (<3600; 33)
TP High 67.4% (>1550; 19) 67.7% (>1500; 17) 54%(>1050; 25) 28.4% (>3600; 6)
3 10 x 5¢cv Acc. 41.34+9.2% 474+7.1% 449+ 5% 47.1+7.6%
Best 5cv Acc. 53.9+10.5% 55.7 +21.5% 51.4+20% 58.9+104%
Best fold Acc. 75% 100% 75% 75%
Brier score 0.21+0.05 0.16+0.03 0.24+0.05 0.23+0.04
TP low 47.1% (<1000; 13) 75.6% (<1500; 19) 47.3% (<1200; 16) 50.4% (<1500; 19)
TP medium 32.9% (1000-2400; 13) 24.3% (1500-3000; 9) 27 %(1200-3250; 14) 24.4% (1500-3250; 11
TP high 51.8% (>2400;13) 28.1% (>3000; 11) 39.4% (>3250; 9) 41%(>3250;9)
4 10 = 5cv Acc. 334+£6.3% 26.93+6.8%
Best 5cv Acc. 414+£12.5% 38.2+£11.7%
Best fold Acc.  62.5% - 50%
Brier score 0.25+£0.04 0.34+0.06 0.31£0.04
TP low 49.7% (<850; 10) 36.5% (<1050; 14) 43.3% (<1050; 14)
TP med. 10%(850-1550; 10) 10.8% (1050-1900; 9) 11.3% (1050-1900; 9)
TP med. Il 27.7%(1550-3250; 10) 15%(1900-3350;9) 11.3% (1900-3350; 9)
TP high 51.8%(>3250; 9) 35.7% (3350>; 8) 30.4% (>3350; 8)

@ Performance reported depending on validation schema.

@ Reproduced from Fernandes et al. (2010).
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Phytoplankton classification

Table III: Output of the significance test Table I1I: Output of the significance lest
Iteration RF TAN  Iteration RF TAN
1 90.88 88.95 1 99.43 99.1
2 90.7 88.77 2 99.47 99.15
3 90 89.12 3 99.52 99.12
4 91.05 893 4 99.48 99.07
5 91.75 88.95 5 99.43 99.09
W /) 0/5/0) W /) ©/0/5)

The percent of correctly classified instances is compared with the The percentage of correctly classified instances using RF anc
classifications performed using RF and TAN algorithms. Annotation (v/ /*) algorithms are compared. Annotations (v/ /*) correspond to the nt
corresponds to the number of iterations in which the TAN algorithm is of iterations in which TAN algorithm is significantly better (v), simile
significantly better (v), similar () or worse (¥) than RF. worse (*) than RF.

e Without (Table Ill) and with (Table II) statistical differences
(corrected paired t-test).

o Reproduced from Zarauz et al. (2009) and Zarauz et al.
(2008).
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Zooplankton classification

Merger evaluation DataSet1 DataSet2 DataSet3
Before Accuracy (%) 64.7 85.7 82
After first iteration Accuracy (%) 68.3 87.3 82.1
P-alue original 0.5685 0.078 0.976
PRE original (%) 10.2 47 0.6
CPU-time 3:01:39 0:32:34 1:30:47
CPU-time CM 0:17:37 0:16:07 0:17:31
After second iteration  Accuracy (%) 70.9 88.8 -
P-value previous 0.542 0.7 -
P-value original 0.395 0.006 -
PRE previous (%) 8.2 4.6 -
PRE original (%) 176 9 -
CPU-time 1:57:40 0:17:45 -

@ Reproduced from Fernandes et al. (2009).
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© Weka: open source data mining tool
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