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INSEE, standing for Interconnection Networks Sintiola and Evaluation Environment, is a lightweigtarhework to
perform functional simulation of interconnectiontwerks, which means that the operation of the el@meés part of the
simulation, but the actual machinery inside thenfefs apart. The low footprint of INSEE allows sitating large-scale
parallel system in a single off-the-shelf compukert example, in previous research works we siradlaetworks with the
size of the largest BlueGene/L using a single coditydC.

The quick speed of simulation allows to quicklyimstting the performance of interconnected systdmsshould not
be taken as a definitive result when it comes ftitdlan actual system. In such case, a more detaitedlation that takes
into account all the hardware would be recommended.
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COMPILATION

INSEE is written in plain ANSI C, and therefore dam easily compiled for a wide variety of targethatectures. In a
regular Linux box, the compilation instruction wilé similar to the following:
cc -Im-CB8 -0 insee *.c
This instruction will generate an executable filkose name is insee. Reader should notice thatptiaination switch (3)
is used for compilation. This is because simulaifpoosted by some optimization made by the camplih our experimental
set-up, optimization options O2 and O3 show the pegformance, without clear evidence of one bé&ietier than the other.
Still, the use of O3 is recommended.

There are some decisions that have to be madamgiiledion time. All of them are done by means ofies that can be
modified inconst anst s. h, or alternatively passed to the compiler (argumeht which will override the definitions in such
file. The definitions are the following

PCOUNT

If not zero, routers keep count of the number afspiithin and if there is no packet avoids wastiimge in entering and
exiting the functions doing nothing. May boost slations handling low loads, (for instance, trackatthave large cpu
intervals, or low loads) but otherwise it is nd@elly to help. For this reason the default is 0

Bl MODAL _SUPPORT

Deactivates (0) or activates (other value) the supfor bimodal traffic. Note that bimodal traffis experimental. Note
also that bimodal traffic requires some extra ddtactures that will increase the resources nedaledimulation. For this
reason, if this feature is not going to be usethduld be deactivated. This feature is deactivayedefault.

TRACE_SUPPCRT

If zero, deactivates support for the use of trateed simulation. Note that trace driven simulatrequires of specific data
structures that will greatly increase the resourmesded for simulation. For this reason, if tradgeth simulation is not going
to be used it should be deactivated. This is, fbezethe default option.

If one, activates support for trace-driven simalatiand uses a single list to implement the occumeeht list. This
implementation reduces memory footprint but atabst of reducing performance.

If larger than one, activates support for tracertrisimulation and uses an array of lists to imgleihthe occurred event
list. This implementation improves performance authe cost of increasing memory footprint. Notoramended to simulate
large-scale systems.

EXECUTI ON_DRI VEN

If non-zero, INSEE performs an execution-drivendation. Note that when it is activated Executioivein simulation
will override any other traffic generation methddted int pat t er n, for this reason, it is disabled by default.



PARAMETERS

INSEE accepts a wide variety of parameters to deffie model of the different elements taking patd the simulation—
topology, router, workload—as well as the levelefbosity of the simulation. These parameters @giben by means of a
configuration file {si n. conf) or alternatively as parameters when launchingagmglication. Note that all parameters have
default values that will be overridden by thosedrflam the configuration that, in turn, will be avidden by those parameters
given when launching the application. The correatiulation is the following:

par anet er =val ue
In the configuration file, each parameter must bigten in a single line. In the command line, epelnameter have to be
separated by a space and if the arguments of tlhengter are separated by means of space must thernvbrétween quotation
marks (%), for this reason underlines should bédgsred.

The format conventions used in this user manualttier description of the valid parameters and theaiues are the
following:

“tpattern" : uniform | A valid parameter and its default value.

[trace] Valid value of a parameter.

[distribute, rsdist] A list of valid parameter values.

uni f or m r andom Alternative values with the same meaning (alias).

9%
o

Some parameters require or just allow argumentgs@bshould be separat
<nodes_x> from the parameter that modify by means of spacg®( underlines (‘).

Note that those features that can not be considstedade are marked &XPERIMENTAL. Most of them are part of our
current research.



TOPOLOGIES

k-ary n-tree thintree indirect cube
Examples of the implemented topologies

"topo" : torus_4_4
This parameter allows the selection of the netwopology. Possible values are:

[mesh, torus, ttorus] <nodes_x> <nodes_y> <nodes_z>
Meshes and tori are defined for 1, 2 or 3 dimerssiaror us (Mmeaning twisted torus) is defined for 2D or 3D.

[m di mew] <nodes>
nm di mew is a 2D topology but accepts a single parameler:number of nodes. The topological definition of
midimew will put the corresponding number of nodesach dimension.

[fattree|fat] <up/down_ports> <nstages>
The k-ary n-tree topology, being/ down_por t s=k andnst ages=n.

[thintree[thin, slintree|slinm <down_ports> <up_ports> <nstages>
Two narrowed versions of the fat tree with a narngWfactor ofdown_ports:up_ports.

[icube|tricube] <nodes/sw tch> <parallel_links> <n_x> <n_y> <n_z>
An indirect switch-to-switch cube topology, curdgnonly for torus, but could be extended to anyeotbube-
like topologies (may be done to ttoruspdes/ swi t ch means the number of compute nodes attached tatehsw
paral l el _links specifies the number of parallel links in each aimn. n_x, n_y andn_z denote the number of
nodes in each dimension. We consider this topoladybridization between direct and multistage topologies.
EXPERIMENTAL.

"nways" : 2
The number of ways: unidirectional (1) or bidirecil (2). Some topologies do not have unidirectiona
implementation.

"faults" : 0

Number of randomly (uniform) located link failuredote that link failures are unidirectional, sottlalink can be
broken in a direction but still working in the ogite direction.

"sk_xy"
"sk_xz"
"sk_yx"
"sk_yz"
"sk_zx"
"sk_zy"

Skew from one dimension to another one when usinigtéd torus topologyt € or us). The skews should be smaller
than the number of nodes in the second dimension.

Only skews of two dimensions over the third oneadi@ved. This is, only the followings are validwes for the skews
of the twisted torus topology.

[eNelNelNoNeNo]



(sk_xy!=0 and sk_zy! =0)
(sk_xz!=0 and sk_yz! =0)

(sk_zx!=0 and sk_yx! =0)
Also if no skew is provided €. all skews are 0) the program will switch autorraticto the torus topology to perform
a faster simulation (because routing record caliouias faster).



ROUTER-LEVEL MECHANISMS

_Interface with local node

- |:I:|:|:|

Model of the router

TRANSIT PORTS

"tgl" : 4
Transit queue length, measured in packets.

"nchan" : 1

Number of Virtual Channels (hereafter VC) that sheach physical channel. That is, the number dlighiqueues in
each input port

INJECTION PORTS

"igl" : 8
Injection queue length, measured in packets.

"nin" : 1
Number of injection queues in each injector. Sonjection modes could override the selected value.

"par_inj" : 1 (YES)
Is parallel injection allowed? 0 means NO, any ptheans YES.

DEADLOCK AVOIDANCE MECHANISMS

"vc" : bubble

Virtual channel management strategy. Note that istafie andhybrid topologies have implicit their own VC
management. Also note that the available requegtoligies (see parameterode) depend on this parameter. Possible
values are:

[ bubbl €]
Bubble flow control to avoid deadlock using a ssyIC as the ESCAPE VC. Bubble mechanism restriet th
insertion of packets in an ESCAPE VC from any otttennel (injection or transit), allowing them pasdy if the
router has room in the input queue for at Ieaste packets.

[ doubl e]
New strategies that use several bubble ESCAPE Vills different DOR, in order to avoid deadlock and
improve performance while keeping VC managemenplEnE XPERIMENTAL.



[dal I'y]
Dally’s strategies to avoid deadlock using two E®REAVCs to dissolve the cycles embedded in the rifdlse
k-aryn-cubes.
[tree, icube]
Virtual channel management for indirect-cubes aees Note that these are not needed to be explicitly
defined. If these values are not consistent wighstlected topology the program will switch to th@mees can not

suffer of deadlock as they use shortest pathsdihaiot create any cycle. Indirect cubes rely onbteifiow control
to avoid deadlock.

"bsi ze| bub" 2 (2_2_2)

The size of the bubble for each dimension. Up teehvalues can be specified, selecting the bulib& is each
dimension. If a value is not defined for a dimensipwill take the value of the previous dimensidtinimum value for
bubble to work correctly is 2.

CROSSBAR POLICIES

"routing" : dim
The routing algorithm to use. It could be:
[dim dir]
Dimension order routing (i.e<+ X- Y+ Y- z+ Zz-) or Direction order routing (i.e<+ Y+ Z+ X- Y- z-). Used

only as oblivious routing in k-ary n-cubes. If ookethese values is selected for a non-direct tapglthe routing
algorithm will be switched to adaptive.

[static, adaptive]
Select between adaptive or static routing for matdtie andhybrid networks. Adaptive routing select the
profitable port with more creditsi.§ more room). Static routing selects the same path the same
source/destination pair.

"rnode" : oblivious

Policy to request output channels. Trees and iotdoebes have their own request policy and do eedran explicit
rmode. Possible values are

[random shortest, smart, oblivious, binpdal]
Request policies in use witle=bubbl e.

random request performs packet injection in a random WY@&ckets try to continue in the same dim/way in an
adaptive VC, but if not possible, then jump to &eotadaptive VC at random. If no adaptive, profgathim is
found, go to the ESCAPE VC.

In shortest request, packets try to continue in the same Viiaf cannot, they try to go to the adaptive VC
with most space in its queue. If no adaptive, pabfe dim is found, then go to ESCAPE VC. Injectisn
considered a forced VC change, this is it will lome to the adaptive VC with more room or if not gibke to the
ESCAPE VC.

If smart request is selected, packets are injected todorarthannel and try to continue in the same dinoensi
way and VC. If not possible, then jump to anothengfitable dim, still using adaptive VCs. If no adiae,
profitable dim is found, go to ESCAPE VC.

When usingobl i vi ous request there will bechan parallel oblivious (DOR) VCs, once a packet hasrbe
injected in a VC it will keep it.

bi nodal request mode is used to generate and manage birtraffec(short messages: adaptive + long
messages: always ESCAPE to arrive destinationdesfEXPERIMENTAL.

[ doubl eob, doubl eadap, hexaob, hexaadap]
Request policies available whetkdoubl e.

In doubl eob anddoubl eadap there are several ESCAPE VCs that follows eachaoddferent oblivious DOR
(2D: XY, YX. 3D: XYZ, YZX, ZXY). In the former a VCis selected at random for each packet that wajpkinat
VC. In the latter once a VC is selected it is plesto change the VC (if bubble restriction is @zdrout).

hexaob andhexaadap are 3D versions in which the oblivious dor is naty increasing-order, but also reverse-
order (i.e.: XYZ, YZX, ZXY, ZYX, YXZ, XYZ). All these modes arEXPERIMENTAL
[trc, basic, inproved, adaptive]
Request policies farc=dal | y management.

In trc all packets are injected in the same Escape chaRaekets remain in that channel, until reachimg t
wrap-around link of a toroidal topology. Then,stswitched to the other one.



In basi ¢ those packets that have to cross the wrap-arooksl ¢f a dimension—Ilet us call them PW—circulate
through one Escape channel in that dimension. Ttiezedo not have to use the wrap-around links—R&nding
for direct packets—use the other Escape channel.

i nproved is an optimization of theasi ¢ policy to obtain better balancing in the utilizatiof both VCs. PW
packets are forced to transit by one of the Escapenels. PD packets choose randomly the Escapaeha use.
This way, PW packets cannot block PD packets, and PD packets eventually will use the other chband
reach their destination. Note that this policy nlegd to starvation of PW packets, as PD packets make
intensive use of the two Escape channels.

adapti ve is the same as themproved policy, adding routing adaptation capabilities.drwrtual channels work
as Escape channels following the improved poliay @#re remaining virtual channels are used as adapltiannels
(always using minimal paths). The packets randoselgct a viable adaptive output port and, onlyhim ¢ase that
no adaptive channel is available, the packetsotiyse an Escape channel.
[tree, icube]
Request policies for all tree-like topology and fbe indirect cube. Packets are injected in a rand& and
when in transit they will go to the profitable pavith more room. Note that trees do not have an A VC

notion due to there is impossible to deadlock thvark. Also note that indirect cubes deadlock-dsace rely on
bubble flow control.

"anmode" : rr

Policy to arbitrate output ports. Note that outpatts are arbitrated only if they are not in usealjyacket, this is VCs
move a complete packet before re-arbitrate theubytprt. Allowed values are:
[rr]
Round robin arbitration.
[fifo]
Select the input port that requested the outpsit fifIFO).
[l ongest]
Select the input port having the highest queue aton.
[ randoni
Select the input port randomly.
[ ol dest | age]
Select the input port containing the oldest paieterms of injection timestamp).

"cnode" : multiple
Consumption mode:
[rmul tiple, single]
mul ti pl e consumption allows the routers to deliver to thesumption port, in a single cycle, as many phéts a

input ports, meaning that several packets arritingestination can be consumed simultaneouslyi hgl e mode,
consumption port has to be arbitrated as any @ber(using the requireshode).

"i node" : shortest

Policy to select injection queues when severakiija ports are available. This value can modify skelected value for
parameterni nj ". Valid values are:

[shortest]
Insert the packet in the queue with more room (®erputing). Multistage or hybrid topologies onkeallowed
to useshort est, if other policy is selected the program will autatically set the injection policy thort est . Note
that pre-routing does not make sense in such tggdas the first hop will always be from the N&Cthe switch.

[dor, dsh, shp, |path]

Perform pre-routing decision in order to selectttirget injection queue. These policies requireeug for each
available direction.

In dor each injection queue is dedicated for packets a/fiiost hop is in that direction. Note thatot " may be
dimension-order or direction-order, depending orapeeter fouti ng”. Note that most packet will be injected in
X+,Y+,Z+(rout i ng=di r) or X+,X- (r out i ng=di m).

dsh meansior + shortest. Tries to inject usingor policy, if the selected injection queue is fulbeshort est
policy.

shp means shortest profitable, the packet will bedtgd in the valid queue (once pre-routed) thatthasmost
empty space.

I path means longest path. Each packet will be injectethé queue associated to the direction with higher
number of hops.



PACKET ELIMINATION
Note that al packet elimination policies will besabled when executing application traffic to ensugroper operation of
these modes.

"extract" : 0 (NO

Extract packets from the head of an injection quewsvoid Head-of-Line Blocking at injection. ISivalue is equal to
0 packet extraction is deactivated, otherwise dicisvated EXPERIMENTAL.

"drop_packets|drop" : 0 (NO

Drop generated packets if the injection queue lis Rossible values are 0 meaning NO and any othkre meaning
YES.EXPERIMENTAL.

CONGESTION CONTROL MECHANISMS

"global _cc" : 100.0 (Dl SABLED)

Global congestion control stops the injection ofvrackets when the network occupancy exagedal _cc% of the
network capacity. 100% means that global congestiorrol is disabled.

"update_period" : 0 (Always up to date)

The update period specifies how often the globalpation is computed and distributed. Note thatdous and mesh
the specified number is multiplied by the network dameter. 0 means that updated information is immediatebilable.

"bub_to_adap| | br" : 0 (D SABLED)

Select the utilization of bubble flow control inetradaptive VC to provide congestion control. lpa# to insert
(meaning that the packet comes from any differe@} ® packet in a virtual channel only if the numbefree packets in
the queue is bigger or equaltigh_t o_adap.

"intransit_pr|ipr" : 0.0 (DI SABLED)

In-transit priority congestion control: fraction ofcles to give priority to in-transit packets. Bables the congestion
control mechanism.

“timeout _upper_limt" : -1 (D SABLED)
When using adaptive congestion control, this isttiieshold (to the number of cycles a packet stayke router) to
enter in congested modeXPERIMENTAL

"timeout _lower_limt" : -1 (D SABLED)
When using adaptive congestion control, this isttiieshold (to the number of cycles a packet staybe router) to
abandon congested mod&XPERIMENTAL



TRAFFIC GENERATION

DEFINITION OF TRAFFIC MODEL

"tpattern” : uniform
Traffic pattern to use during the simulation: sefeam the following:

[distribute, rsdist]
Distribution patterns, send packets consecutivelyach destinationi st ri but e starts sending to the next node
andrsdi st to a random node.

[transpose, conplenent, butterfly, shuffle, reversal, tornado]
Permutation traffic. Each node sends messagesdéstmation node as defined by the permutatione Kwit the
destination for each source is constant. Look dity3abook for a definition of the permutations.

[ popul ati on| pop, histogran hist]
Packets are generated following a probability dtistion of distances, given as a population orstogiram. The
file containing the population or the histogram determined by means of the parameteracefile.
EXPERIMENTAL

[uni formnm random hotregion, hotspot, sem, |ocal]
Random patterns.

uni f or mmeans uniform distribution of the traffic.

hot r egi on generates 25% of the traffic to 1/8 of the netwankl the remaining 75% uniformly along thkole
network (including the hot region).

hot spot generates 5% of the traffic to node 0 and the neim@ 95% uniformly along the whole network. This
pattern may be excessively heavy for large-scalwarés. EXPERIMENTAL

seni generates uniform traffic in the left half of thetwork (implemented only for direct topologies).
EXPERIMENTAL

I ocal generates traffic with higher probability to bedted in close proximity. This pattern is impleneshfor
k-ary n-cubes only. The exact definition is the followitXPERIMENTAL

50% of the traffic goes to distance [0,1] (unifoyrdistributed).
25% goes to distance [2, 3].

12.5% goes to distance [4, 7].

The remaining 12.5% goes to distance 8 or further.

[trace]
Trace driven simulation. Causal relationship ampagket receptions and sends is maintained. Notetdhae
able to perform trace-driven simulation INSEE skidat compiled with arace_suPPORT value other than O.

"plength" : 16_4
Length of the packet measured in phits and lenfitheophit measured in bytes.

INDEPENDENT TRAFFIC SOURCES

"load" : 1.0
Injection load measured in phit/node/cycle.

"war m up_period" : 25000
Number of cycles to run before starting the congaog checking phase.

"conv_period" : 1000
Period for stats capturing in order to assure tirevergence of the system.

"conv_thres" : 0.05 (5%

Threshold of the load to assure convergence. linduthree consecutive periods the relations betwhenaccepted
loads are within this threshold, the convergenaesptends and the simulator will start capturingltes



"max_conv_tinme" : 25000

If the convergence phase takes more cycles thamuh&ber indicated by this parameter, it is abor#edvarning
message will be printed, but the simulation wilhtitoue collecting statistics.

"nsanpl es" : 25
Number of “batches” to capture statistics. Wheshnt-mode it also means the number of shots.

"sanpl e_si ze" : 2000

Number of cycles each batch lasts. The actual nunabecycles in a batch may depend on the parameter
“min_batch_pkt”.

"mn_batch_pkt" : 0 (constant tine batches)

Minimum number of packets within each batch to @basit valid. If this number of packets is not cead the batch
measurements will continue for anothenpl e_si ze cycles. This allows the batch capturing processet@uided by the
number of packets instead of the cycles if wessel e_si ze to 1 andri n_bat ch_packet to the desired size in packets.

CAUSAL SYNTHETIC TRAFFIC

"trigger_rate" : 0.0 (D SABLED)
Probability of triggering a burst of packets aftee reception of a packet.

"triggered" : 1

Number of packets in the triggered burst. Acceptdautwo parameters in which an interval is defin€de length of
the burst is selected uniformly from that interyfibnly a value is provided, the length of the dtuf always the same.

BURSTY TRAFFIC SOURCES

"shot node" : 0 (NO
Should simulation run in shot mode, 0 means NO, athgr value means YES. Whepattern is trace, shotmode
will be deactivated. Shot-modeké bursty traffic) is generated using synthetic icafpatterns, but instead of use

independent traffic sources, each node is allowedjéct, as fast as it cashot si ze packets before stopping, waiting until
all nodes finish. Then a new burst (shot) can start

"shotsize" : 1
Number of packets in a burst (shot) when usingrebde simulation.

"nunshots" : 25

An alias ofnsanpl es in order to support backwards compatibility witer versions of si n. conf . Number of shots to
simulate.

TRACE-DRIVEN SIMULATION

Trace driven-execution allows simulating the comioation flow of the execution of a given applicatioro perform
trace-driven simulation, INSEE should be compilathva TRACE_SUPPORT value other than 0. The parameters that affecetra
driven simulation are the following:

"background| bg_| oad| bg" : 0.0

The amount of background traffic (uniform) thatviiiterfere with the simulation of an applicatidrkely to the load,
it is expressed in terms of phits/cycle/node.

"tracefile" : /dev/null (enpty run)

The file to read the trace from. Currently, thréféedent trace formats (ALOG, DIMEMAS, FSIN) arecapted. FSIN
itself is capable to determine the format of tlaeérfile:



ALCG
This trace format shows the message interchangéseafiodes by means of the communication even€l (-1
send, -102 receive). Computation phases are nivtedief

DI MEMAS
This is the DIMEMAS 2.0 trace format as definedthg BSC. Only point-to-point operations and CPUsksur
are understood and used by FSIN.

FSI N
This is a simple trace format specifically develdpge feed FSIN. There are 3 types of event: ‘r'eiee, ‘s’
send and ‘c’ CPU. We can generate FSIN trace fiitea ALOG trace files with the alog2trc parser.

"placenent” : row (row_0_0)
The placement strategy to put the trace’s taskstiré network nodes. The valid strategies aredheving:

[consecutive, shuffle] <trace_nodes> <trace_instances>
Placement in indirect topologies, places the tasflo iconsecutive ports of the last stage switches or
alternatively, one in each switch. The number afewin a trace and the number of concurrent caifise traces
are accepted as parameters.

[row, columm, quadrant] <trace_nodes> <trace_instances>
Placement in cube topologies, arranging the tasksexutively in rows, columns or quadrants. Thedcaret
strategy divide the network intd%" quadrants of half the size in each dimension, ridieg the given parameters.

[randon] <trace_nodes> <trace_i nstances>
Places the tasks in a random way, with a maximuoneftask per node.

[shift] <shift> <trace_nodes> <trace_i nstances>
Places tasks consecutively (or in row order) batistg in the specified node given as a parameter.

[tricube] <pn_x> <pn_y> <pn_z> <trace_nodes> <trace_i nstances>
Places tasks in a tricube, arranging the nodeshagthto each switch as a virtual mesh ¢ X pn_y X pn_z).

[file] <placenment_file> <trace_nodes> <trace_i nstances>
Tasks placement is defined in a file, whose nangivisn as a parameter. The format of the file iy\wmple, a
collection of 3-tuples each in a line. 3-tuples @eéined as followsnode_i d> <task_i d > <i nstance_id >.

All of them accept 2 extra arguments: the numberaafes of the trace and the number of copies dirstoe to place. If
these two parameters are not given explicitly ttN; 8 considers that the trace uses the whole adt\§.e. the number of
tasks in the trace is equal to the number of nadéise network). The only exceptiondsadrant placement that always
generates ™ instances of the read trace.

BIMODAL TRAFFIC

Bimodal traffic is composed of two types of messagemall messages composed by a single packetagdnessages
composed by several packets. In this kind of execupackets that belong to small messages aredawgang adaptive
routing,. Packets belonging to long messages,ddste sent using static routes in such a wajtlegtare delivered in-order.
Note that INSEE should be compiled witheBaMoDAL_SUPPORT value other than 0 and thatode must bebi nodal .
EXPERIMENTAL

"l ongnessages" : 8
The size of the long messages measured in packetse messages will only use Escape channels it@ dheir

destinationin order. Short messages are able to adapt to be delimaoeel quickly. This type of traffic is currently gnior
torus, but may be extended to other topologies.d8ahtraffic will be generated only itrode=bi nodal .

"I ng_nsg_ratio" : 0.1 (109
The injection ratio of long message packets. Nlo this relation is computed in a packet bas¢hasoelation between

short messages and long messages would be snidlisrparameter should be in range [0 .. 1], othsewthe bimodal
traffic will be deactivated.

EXECUTION-DRIVEN SIMULATION

Execution-driven simulation (aka full system sintida) allows interfacing INSEE with a collection afnning instances
of Simics in order to perform a more detailed simioh of the interconnection network. To performeextion-driven
simulation, INSEE should be compiled wittesecuTI ON_DRI VEN value other than 0. Note that when INSEE is coeapib




support execution driven, the execution mode iscetken being unable to switch to other traffic geti®on mode. The
parameters that affect execution-driven simulatiomthe following:

"fsin_cycle_relation" : 10
The number of cycles that FSIN is allowed to runmyits time slice.

"simcs_cycle_relation" : 100
The number of cycles that SIMICS instances arenatbto run during its time slice.

"serv_addr" : 8082
The UDP multicast port in use for this simulation.

"numwait _periods" : 0
Interconnection delay that will be put at the destibn host. It is measured in synchronization pbas



OUTPUT

INSEE can produce a wide variety of results captudering the simulation process. For the sake wipBcity, all the
statistics and information will be printed/storedglain text CSV format, which is broadly recogmiZgy mathematic and/or
analysis software. The only exception to this igléhe summary of simulation parameters that isted in a compact format
to ease identifying simulations at a glance.

"plevel" : 0

The verbosity of the simulation results. The levkHetail may slow down the simulation and notidgdbcrease the
memory requirements to perform simulation.

0: Just a final summary showing the execution tirhetl{ actual and simulated), the statistics captutedng
simulation (look at bheaders) and a brief summbowéng the parameters of the simulation.

1: Source/destination maps measured at injectionaarmbnsumption. Note that this output level wibuire a vast
amount of memory to store all the pair-to-pair caimications. Note that memory requirements grow catachlly with
the number of nodes.

2: Port utilization map showing the average utilizatof each port. This mode will significantly imase the amount
of memory needed to perform simulation. Memory regraents grow linearly with the number of nodes.

4: Distance histogram showing the distance distidimst at injection and at consumption. Memory regmients are
barely affected.

8: Histogram of port utilization. This mode will siicantly increase the amount of memory needegéddorm
simulation. Memory requirements grow linearly witle number of nodes.

16: Packet-level trace3.00 much verbose—should only be used for debuggimmrposes.
32: Phit-level tracesToo much verbose— should only be used for debuggimmrposes.
64: Evolution of the monitored node.

"pinterval" : 1000
Period to print partial results showing the evalatof the simulation.

"pheaders" : 2047 *all*
The information to show in each partial result prigs. 0 means no partials. Otherwise, specifytradg:
1: clock.
2: injected load.
4: consumed load.
8: average delay.

16: deviation of delay.

32: maximum delay.

64: average injection delay.
128: deviation of injection delay.
256: maximum injection delay.
512: network occupancy.

1024: queue occupancy.

"bheaders" : 8191 *all*
Information showed when finalizing each batch. Adsbitmap:
1: time spent to finalize the batch.
2: average distance during this batch.
4: injected load.
8: consumed load.
16: packets sent.
32: packets received.
64: packets dropped.
128: average delay.
256: deviation of delay.
512: maximum delay.



1024: maximum injection delay.
2048: network occupancy.
4096: queue occupancy.

"output" : fsin. #pid. out

A string with the prefix for the output files. lforname is given then the prefix will be set tai n. #pi d. out ", being
#pi d the system process identification of the prograhis allows to have different runs with differenttput on the same
host, however when running on different hastisd could be repeated\ote that all the files are written in CSV format.

The appended suffixes (extensions) add by fsitherdollowing:

. non
The file containing the evolution of the monitomreade.

. map
The file containing the source/destination mapsa@rithie map of the channel utilization.

. hst
The file containing distance histograms and/ortiséogram of channel utilization.

"nmoni tored" : 1
The node to be monitored in theon file.



MISCELANEA

"rnds| rseed" 17

The random seed for the simulation. Note that thefjest one random generator for the whole sinmtatRandom
numbers are used in traffic generation, routinguesting, arbitrating and so on. It is possiblelitain different simulation
results by varying the seed.



